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Building invitro transcriptional regulatory
networks by successively integrating multiple
functional circuit modules

Samuel W. Schaffter®' and Rebecca Schulman®'?

The regulation of cellular dynamics and responses to stimuli by genetic regulatory networks suggests how in vitro chemical
reaction networks might analogously direct the dynamics of synthetic materials or chemistries. A key step in developing genetic
regulatory network analogues capable of this type of sophisticated regulation is the integration of multiple coordinated func-
tions within a single network. Here, we demonstrate how such functional integration can be achieved using in vitro transcrip-
tional genelet circuits that emulate essential features of cellular genetic regulatory networks. By successively incorporating
functional genelet modules into a bistable circuit, we construct an integrated regulatory network that dynamically changes its
state in response to upstream stimuli and coordinates the timing of downstream signal expression. We use quantitative models
to guide module integration and develop strategies to mitigate undesired interactions between network components that arise
as the size of the network increases. This approach could enable the construction of in vitro networks capable of multifaceted

chemical and material regulation.

posed of interconnected genes that regulate one another to

orchestrate complex behaviours such as differentiation'
and adaptation in response to environmental stimuli’~. These net-
works sense and process environmental signals to select and direct
an appropriate response, such as a gene expression program that
produces downstream signals to change the cellular state. Complex
cellular GRNs are composed of smaller functional units (termed net-
work or circuit modules) that individually exhibit behaviours such
as multistability, oscillations, pulses, adaptation, ordered temporal
expression or multi-input information processing®*. The integra-
tion of multiple functional modules into larger composite networks
allows cells to coordinate different tasks in time and respond to a
changing environment by engaging distinct modules in the net-
work. Such integrated GRNs coordinate the synthesis of cellular
products to control complex behaviours such as stress response™?,
environmental adaptation’ and morphogenesis"”’.

Many of the key functional modules identified in cellular
GRNs have been recapitulated using synthetic chemistries in vitro.
For example, in vitro GRN analogues that demonstrate oscilla-
tory behaviour’™, bistability’**" and adaptation'>*"** have been
extensively characterized and optimized. Other synthetic chemis-
tries that can emulate some of the dynamic properties of cellular
GRNs have also been explored to create reaction networks with
similar behaviours”*".

Some emerging applications of synthetic in vitro GRN analogues
are the autonomous dynamic control and adaptive regulation of
downstream chemistries and materials. In this context, in vitro
GRN analogues could direct synthetic materials to exhibit some of
the sophisticated behaviours of living systems*-**. For example, syn-
thetic GRN analogues have been programmed to direct dynamic,
spatial or multistage self-assembly processes™~*, coordinate mate-
rial state transitions'>*~*’, produce stable chemical or material spa-
tial patterns using coupled reactions and diffusion***’ or orchestrate

( : ells are able to use genetic regulatory networks (GRNs) com-

spatiotemporal signalling or developmental patterning processes
within systems of initially uniform particles or artificial cell-like
compartments'’".

In vitro transcriptional circuits'*'”***"**** have emerged as a sim-
ple yet powerful* tool for assembling synthetic networks to direct
the dynamics of diverse downstream materials or chemistries.
These circuits consist of short synthetic transcriptional templates
called genelets. Each genelet contains an incomplete promoter site
for T7 RNA polymerase (T7 RNAP), where transcription of an RNA
output only occurs when a DNA activator strand is bound to the
genelet. Transcribed RNAs can regulate the transcription of a target
genelet by controlling the availability of the target genelets DNA
activator through nucleic acid hybridization and strand displace-
ment. Regulatory interactions can therefore be programmed by the
straightforward process of designing complementary nucleic acid
sequences. In addition to signal production (that is, transcription),
RNA signals are also degraded by RNase H. Coupled signal produc-
tion and degradation together establish a signal turnover process
analogous to the signal turnover in cellular GRNs (Fig. 1a). Genelet
circuits can thus emulate complex cellular GRN dynamics using
short DNA sequence elements and two robust, commercially avail-
able and well-characterized enzymes" that operate reliably in batch
reactions under a range of reaction conditions'***. Furthermore, the
outputs of genelet circuits—RNA molecules—have applications in a
number of material, chemical and biotechnological settings**, and
the amount of output produced can be tuned over a large dynamic
range’', meaning genelet circuits could be readily applied in a vari-
ety of existing systems across a range of scales.

Genelet modules containing 2 to 3 ‘nodes that regulate one
another have been programmed to exhibit oscillatory behaviour",
bistability'”*, adaptation’’ and feedback control”, and some of
these modules have been successfully coupled to downstream
processes’*>">. However, an individual genelet module cannot
coordinate the multifunctional regulation seen in cellular GRNs.
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Fig. 1| Genelets and a switchable bistable network. a, A genelet is a T7 RNAP transcriptional template that is activated (ON) for transcription when a
DNA activator (dA, where iis 1or 2) binds and completes the T7 RNAP promoter sequence (pink boxed domain) and inactivated (repressed) when an
RNA repressor (rR;) removes the DNA activator from the genelet-activator complex®°. RNA bound to DNA is degraded by RNase H, freeing DNA activators.
Genelets can be nodes of a network; that is, Core 1N (top) and Core 2N (bottom), when the RNA transcribed from one node represses another. Node
activation levels are tracked via fluorescence: fluorophores (red and orange gradient circles on the genelets) and quenchers (black circles on the activators)
create high fluorescence when a node is OFF and low fluorescence when a node is ON. Complementary sequence domains are colour coded. The numbers
indicate the number of nucleotides in each domain. The prefixes r and d denote RNA or DNA, respectively. b, The two stable states (S1and S2) of the
bistable network. Bold regulatory interactions (blunt arrows) indicate high RNA expression. ¢, An inducer RNA (rl)) can switch the network’s state by

inhibiting the rR; expressed in that state.

Considering cellular GRNs build complexity by integrating many
functional regulatory modules together®’, the ability to incorporate
multiple genelet modules together into larger composite networks
could make it possible to build sophisticated multifunctional GRN
analogues. Such multifunctional networks will be required il the
coordinated control of multiple dynamic processes and adaptive
responses seen in cellular GRNs is to be achieved in synthetic sys-
tems. Yet constructing large multifunctional synthetic networks is
challenging, as it requires that individual functional modules can
be combined without introducing cross-talk between components,
and that interconnected modules can be tuned to successfully com-
municate with each other to coordinate regulatory tasks.

Here, we demonstrate that multifunctional synthetic genelet
regulatory networks can be assembled by successively integrating
multiple functional circuit modules into larger networks. We com-
bine new and previously characterized genelet modules to create a
composite network that dynamically changes its state in response to
different upstream signals and coordinates the temporal regulation
of state-specific downstream expression programs. To obtain the
desired composite network function, we build and fit quantitative
models of network behaviour Lo guide the development and tuning
of individual modules. To reliably integrate multiple modules into
our network, we identify sources of undesired interactions between
network components and develop design strategies to mitigate these
effects. In particular, we develop a new mechanism for genelet regu-
lation that increases the number of orthogonal nodes that can be
organized into a network without cross-talk, and allows new func-

tional modules to be integrated into existing systems without hin-
dering the performance of the network. Our approach to network
design successfully demonstrates a route to increase the function-
ality of synthetic GRN analogues through the systematic integra-
tion of multiple circuit modules into a composite network. This
approach could enable the development of a new class of mesoscale
synthetic networks that combine different functional circuit mod-
ules to perform increasingly complex chemical and material regula-
tory processes by design.

Results

A responsive bistable network. Key classes of GRNs identified in
many cellular developmental'” and adaptive response®™ pathways
are those that allow cells to select from or switch between differ-
ent gene expression programs in response to environmental stimuli.
We sought to mimic these capabilities in a synthetic network by
developing a genelet regulatory network that could change states in
response to upstream signals and direct state-specific downstream
signal expression programs. A network with these capabilities
requires multiple different integrated functional circuit modules
that together coordinate the desired regulatory tasks. A state control
module is required to maintain the networks state, induction mod-
ules are necessary to induce stimuli-specific state changes, insula-
tion modules are needed to convert network states into downstream
signals and downstream signal regulation modules are needed to
coordinate the temporal dynamics of downstream signal expression.
To begin constructing a network with these properties, we selected
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a previously described genelet circuit composed of two mutually
repressive nodes as our state control module (Fig. 1b)*’. This net-
work has been shown to exhibit bistability where—depending on
the initial expression levels of the nodes—the network will converge
to one of two stable expression states with only one node active,
state 1 (S1) or state 2 (S2) in Fig. 1b. The networks state can be set
by initially including one of the repressors in excess of its respective
activator, and it will remain in the initial state even after the initially
added repressor has degraded”’ (Supplementary Fig. 1). We selected
this bistable network as the core of our regulatory network, as each
stable state could potentially direct a state-specific downstream task.

Although this network is bistable, the ability to repeatedly switch
the network between its two states in response to changing upstream
signals has not been demonstrated. We therefore sought to develop
induction circuit modules that could orchestrate state changes. We
focused on developing a means to switch states using RNA mol-
ecules that could be produced by upstream genelets that together
would constitute our induction modules. These induction modules
would then allow the bistable circuit to be further integrated into
larger networks. An RNA molecule could switch the networks state
by either acting as a repressor of the node that is ON (mechanism
1) or inhibiting the repressor of the node that is OFF (mechanism
2) in a given state (Supplementary Section 3). A key performance
metric of a mechanism for switching the state of an in vitro circuit is
the time required to complete a state change'®. Fast switching allows
for a rapid response and limits the fuel consumption, enzyme deg-
radation and waste accumulation that occur during operation, all
of which eventually degrade the performance of the circuit in batch
reactions™*'**, We thus compared the switching times for the two
switching mechanisms using kinetic simulations of induced state
changes. We found that mechanism 2 should induce a state change
much more quickly than mechanism 1 (Supplementary Fig. 2).
Mechanism 1 is slower because all of the excess repressor produced
while the network is in its initial state must be degraded by RNase
H before the state change can complete, resulting in a long delay
time in switching. By contrast, in mechanism 2, the RNA species
that induces a state change acts by inhibiting any excess repressor
produced while the network is in its initial state, so the addition
of this RNA immediately starts the state change (Supplementary
Section 3). In support of the predictions of our simulations, initial
experiments evaluating switching via mechanism 1 showed long
switching times (Supplementary Fig. 3). To begin developing the
induction module, we therefore first sought to design RNA species
that could specifically inhibit the repressors of each node and could
thus induce network state changes in either direction (Fig. 1c). We
termed RNA species with this function inducer RNAs.

Switching network states with inducer RNAs. Functional inducer
RNA sequences need to bind and inhibit their repressor targets
without interacting with other network components. Considering
that repressors and activators are complementary (Fig. 1a), and that
inducers must be complementary to repressors (Fig. 2a), inducer
RNAs will share sequence elements with the activators in the net-
work. So, although they are designed to bind repressors, the inducer
RNAs could prevent or slow down activation by competing with
the activators in binding to the genelet’s activator binding domains
(ABDs). To find inducer RNA sequences that could bind to their
target repressors without introducing off-target effects, we designed
three different potential inducer RNA sequence variants. Each
variant was designed to hybridize to the 8-base toehold binding
domain on its respective repressor target (TH in Fig. 2a). The toe-
hold domain initiates the reaction in which the repressor removes
its corresponding activator from a genelet-activator complex (Fig.
la). An inducer RNA binding to the toehold domain should thus
prevent the repression reaction from occurring. To ensure stable
hybridization at 37°C, the inducer RNA variants’ sequences were

NATURE CHEMISTRY | www.nature.com/naturechemistry

ARTICLES

extended with full, partial or no complementarity to the ABDs of
the repressors (Supplementary Section 1.4).

Inducer RNAs with partial complementarity (rI; and rL,) to the
ABDs of the repressors switched the networK’s state at rates simi-
lar to those predicted in our simulations (Supplementary Fig. 4).
Variants with either full or no complementarity to the ABDs of their
repressors were unable to switch the network’s state or switched the
state more slowly than our simulations predicted, probably due to
off-target interactions (Supplementary Figs. 5 and 6). We therefore
selected rI, and rI, to further characterize switching. We termed this
network—consisting of rI,/rI, and the Core nodes—the inducible
bistable network (iBN). For reference, a network naming schematic
is in Supplementary Section 1.1.

In addition to switching the state of the iBN after 30 min of oper-
ation (Supplementary Fig. 4), the inducer RNAs could also switch
the networks state after both 2h and 4 h in its initial state (Fig. 2b,c).
At least 3 pM of rI, was required to successfully switch the network
from S1 to S2 when added 30 min after the network was initialized.
Adding less rI; did not change the networks state and adding more
did not speed up the state change (Supplementary Fig. 7). A higher
concentration of rl; was required to switch states at times beyond
30 min (Supplementary Fig. 8). State changes could also be induced
at room temperature in addition to the optimal transcription tem-
perature of 37°C (Supplementary Fig. 9).

The state of the network could also be switched twice via sequen-
tial addition of the inducer RNAs (Fig. 2d), and the amount of rI,
added to switch states the first time influenced the timing of the sec-
ond switch (Supplementary Fig. 10). We were unable to completely
switch the state of the network three consecutive times within 10h
of circuit operation (Supplementary Fig. 11). Eventual loss of circuit
function is inevitable in batch reactions due to enzyme degradation,
fuel exhaustion and/or accumulation of waste products, although
oscillating genelet circuits have been shown to function for 15-20h
(refs. '**). As both genelets end up in an ON state at the end of our
experiments, the shorter lifetime of the bistable circuit could be due
to a decrease in the effective transcription rate over the course of
the experiment™~** and/or the accumulation of RNA waste products
that impede the repression reactions™** (Supplementary Section
5.2). Bistable modules may also be particularly sensitive to changes
in reaction rates over the course of an experiment, as a synthetic
bistable module built using a different set of chemical reactions
exhibited much shorter operational lifetimes compared with oscil-
lating modules built using the same types of reactions'®.

Although the inducer RNAs worked as designed, we observed
that Core 1IN became partially inactivated during experiments
where the network was initialized in S1 (Fig. 2b). We found that
non-specific transcription of Core 1IN components caused this
undesired phenomenon (Supplementary Section 6), which we
termed Core 1N autoinhibition.

To account for the dependence of inducer RNA dose and timing,
Core 1N autoinhibition and other nonlinear effects on iBN dynamics
when incorporating it into larger networks, we developed a kinetic
model of the iBN (Supplementary Section 7.1). Our model included
terms for the designed reactions in the network (Supplementary
Fig. 22) and Core 1N autoinhibition reactions (Supplementary Fig.
23). We were able to fit rate parameters that were consistent with
those that were determined in previous studies*>** (Supplementary
Section 7.2), and the model accurately captured the dynamics of the
iBN as it switched states in response to different concentrations of
inducer provided at different limes. The model also recapitulated
the observed Core 1N autoinhibition (Fig. 2b—d and Supplementary
Figs. 24 and 25).

Integrating the iBN into larger networks. With a successful
RNA switching method developed, we next investigated whether
upstream genelets (that is, induction modules) could direct the
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Fig. 2 | Inducer RNAs switch the state of the bistable network. a, Inducer RNAs rl, and rl, bind to repressors rR, and rR,, respectively. In each case, this
binding reaction sequesters the toehold binding domain (TH) of the repressor, preventing it from repressing its intended network node to promote a state
change. The inducer RNAs are also partially complementary to the activator binding domains (ABDs) of the repressors. b,c, Normalized activation levels
of network nodes during switches from S1to S2 via addition of rl, (b) or from S2 to S1 via addition of rl, (¢). The green arrows indicate times at which rl, or
rl, were added to a final concentration of 5puM (top plots) or 10 pM (bottom plots). d, Normalized activation levels of network nodes during two switches
via sequential addition of inducer RNAs (green arrows); rl, and rl, were added to final concentrations of 3pM and 10 pM, respectively. The solid lines in the
plots are experimental results and the dashed lines are the simulations of our kinetic model (Supplementary Section 7). Additional experimental data with

model fits are presented in Supplementary Figs. 24 and 25.

iBN to change states. Connecting the iBN to upstream nodes would
also allow the iBN to be integrated into larger networks, enabling
further expansion of network functionality®. To connect the iBN
to upstream nodes, we designed a network architecture in which
activatable genelets would transcribe the inducer RNAs required to
switch the state of the iBN and verified with simulations that these
additional genelets could produce enough inducer to switch states
(Supplementary Fig. 26). We termed this expanded network the iBN
with upstream activation (iBN-uA) and the new upstream nodes
Induce IN and Induce 2N (Fig. 3a).

We attempted to design the genelet, activator and repressor
sequences of the Induce nodes using the nucleic acid modelling
software NUPACK 3.2.2° (Supplementary Section 8.2). However,
NUPACK could only find sequences that were predicted to inter-
act with each other or existing iBN components in undesired ways
(Supplementary Section 8.3). Experimental characterization of one
set of designed Induce node sequences confirmed this propensity
(Supplementary Fig. 27). Cross-talk among the network compo-
nents was not surprising, considering that the sequences for the
iBN were already set and the large number of long single-stranded
domains in the network. To assess whether this cross-talk was pri-
marily due to the pre-set iBN sequences, we also tried to design a
set of six new orthogonal genelet nodes that exhibited low cross-talk

with one another, but we were not able to find suitable sequences
(Supplementary Section 8.4). These results suggest that the genelet
design was limiting the ability to build larger networks.

We thus sought to develop a design strategy that would make it
possible to develop a large number of genelet nodes that had very
little cross-talk with one another. One strategy for the design of large
nucleic acid reaction networks that do not cross-react is to limit the
sequences of single-stranded domains to contain only three of the
four bases (typically A, T and C)**. However, the genelet architec-
ture makes such an approach difficult to implement, as orthogonal
genelet activators and repressors may be single-stranded but each
activator/repressor pair must be complementary. The activator and
repressor sequences thus cannot both be limited to the same three
bases. Consistent with this observation, designing a set of genelet
nodes in which all of the repressor sequences comprise only three of
the bases did not reduce the number of predicted undesired interac-
tions over designs where the repressor sequences could contain any
base (Supplementary Section 8.4).

Another approach to decreasing the potential for cross-talk
in nucleic acid circuits is to reduce the lengths of single-stranded
domains, such as by creating primarily double-stranded complexes
that react via four-way branch migration”**. We used this approach
to design Induce genelets with hairpin clamp motifs (HPCs) in
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Fig. 3 | Upstream nodes that produce inducer RNAs switch the state of the iBN. a, The architecture of the iBN-UA in each stable state. State changes are
induced by activating the respective Induce nodes (indicated by the green arrows). b, Induce node reactions with hairpin clamp (HPC) motifs for activation
and repression. c-e, Normalized experimental (solid lines) and simulated (dashed lines) activation levels of network nodes during switches from STto S2
via activation of Induce 1N (¢), from S2 to S1 via activation of Induce 2N (d) or from S1to S2 and back again via sequential activation and repression of
Induce 1N, then Induce 2N (e). The shaded regions in the bottom plots indicate when the respective Induce node was ON during the experiments. Induce
node activators (dAu/dA,u) and repressors (dR,u/dR,u) were added at the times indicated by the green arrows in the top plots to final concentrations

of TuM and 1.5 uM, respectively. To sustain circuit activity over the time required to switch the network's state twice (Supplementary Fig. 33), more RNA
polymerase (3.86 U pl™) was added alongside dAu in e.

their ABDs (Fig. 3b). The resulting activators have only two 8-base  single-stranded activators. The much shorter single-stranded
single-stranded domains and the accompanying genelets each have ~ domains on the HPC genelets and activators reduce their poten-
just one 8-base single-stranded domain, as compared to the 27-base  tial to participate in undesired interactions. With the HPC design,
single-stranded domains on the Core genelets and their 35-base  NUPACK was able to find sequences for the Induce nodes that were
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predicted to have minimal cross-talk with all of the iBN-uA com-
ponents. These designed HPC genelets exhibited no cross-talk with
the other activators in the network in experiments (Supplementary
Fig. 28). We also found that the HPC design should increase the
number of orthogonal genelet nodes that may be designed with low
predicted cross-talk over the number of nodes that can be designed
using the original iBN genelet design by at least five or sixfold
(Supplementary Section 8.6).

Importantly, despite reacting via four-way branch migration
(which could be slower than the three-way branch migration pro-
cess of the original genelet design), the HPC genelets could also be
turned on and off rapidly by their designed activators and repres-
sors (Supplementary Section 8.7). We thus used the Induce nodes
with the new HPC motifs in the iBN-uA.

To test the iBN-uA, we selected concentrations for the Induce
genelets using simulations based on our model of the iBN
(Supplementary Fig. 26). The resulting iBN-uA network was stable
in both initial states (Supplementary Fig. 32) and the networK’s state
could be switched in either direction by turning on the appropriate
Induce node. Furthermore, the network remained in its new state
after the Induce nodes were subsequently turned off (Fig. 3c,d).
The network’s state could also be switched twice by sequentially
turning on and off the respective Induce nodes for each state
change (Fig. 3e).

We also investigated whether the rate constants used to model
the iBN were consistent with measured iBN-uA dynamics. We
extended our kinetic model to include the Induce node reactions
(Supplementary Section 9.1) and fit these reactions’ kinetic param-
eters while holding the rate constants determined for the iBN model
constant. The resulting model captured the network’s dynamics well
(Fig. 3c,d), suggesting the model of the iBN is predictive of this net-
work’s behaviour in the larger iBN-uA.

Controlling the production of downstream signals. Although the
iBN-uA can change states in response to upstream signals, it cannot
be coupled to downstream processes without substantially affecting
the network’s performance. For example, using the iBN-uA’s state-
dependent signals (rR; or rR,) to control a downstream process
would change the concentration of these signals, potentially perturb-
ing the network’s state in a phenomenon known as retroactivity™.
Furthermore, using rR, or rR, to direct downstream processes would
require the sequences of the entire iBN to be redesigned for applica-
tions that required different downstream RNA signals. To address
these issues with downstream coupling, we incorporated insula-
tion modules into our network that have been shown to limit the
effects of retroactivity in genelet circuits*®. To integrate the insula-
tion modules into the iBN-uA, we added two downstream nodes—
termed Produce nodes—to the network. Produce 1N and Produce
2N have the same activators as Core 1N and Core 2N, respectively,
so each Produce node is ON or OFF when its corresponding Core
node is ON or OFF (Fig. 4a). In our experiments, the Core nodes’
activators are in great excess of the Core genelets (Supplementary
Section 1.2), so the Produce genelets can be added to the network
without changing the iBN’s activator concentrations. As the rate of
RNase H-induced degradation is determined by the total activator
concentration, incorporation of the Produce nodes will not change
the degradation rates of the repressors in the network. Furthermore,
the Produce nodes’ transcripts are different than the Core nodes,
so downstream processes that consume these transcripts will not
impose a load on the iBN**" and the network can be programmed
to express different RNA signals by simply redesigning the Produce
nodes’ transcription sequences.

To characterize the rates of the Produce nodes RNA produc-
tion, we designed these nodes to express RNA outputs (rO, and
rO, in S1 and S2, respectively) that could be detected with fluo-
rescence reporting (Fig. 4b). We termed this network the iBN-uA

with downstream signal production (iBN-uA-dSP). For the iBN-
uA-dSP and subsequent networks, we also used a new version of
dA, with a blocked 3’ end that mitigated Core 1N autoinhibition
(Supplementary Section 10).

Initialization of the iBN-uA-dSP in either state resulted in the
production of only the downstream RNA signal that corresponded
to the networkss initial state (Supplementary Fig. 36). Switching the
state of iBN-uA-dSP similarly switched which downstream RNA
signal was being produced (Fig. 4c,d). Notably, the iBN-uA-dSP
rapidly creates a high concentration of downstream signal. With just
35nM of the Produce 1 genelet, a fluorescence signal corresponding
to at least 1 uM of rO, was reached after 1h in S1 (Fig. 4¢), suggest-
ing this network could drive processes requiring high signal con-
centrations.

Temporal regulation of downstream signal availability for mutu-
ally exclusive signal expression. One limitation to the design of
iBN-uA-dSP is that the signal produced in the initial state remains
after the network switches to the other state. For example, rO,,
which cannot be degraded by RNase H, persists after the network is
switched from S2 to S1 (Fig. 4d), and even rO,, which is degraded
by RNase H when bound to the DNA reporter’s fluorescent strand,
persists long after the network switched from S1 to S2 (Fig. 4c). The
persistence of signals across states prohibits the iBN-uA-dSP from
switching between mutually exclusive downstream processes.

To enable mutually exclusive downstream expression states, we
incorporated downstream signal regulation modules into the iBN-
uA-dSP to rapidly remove downstream signals during state changes.
To integrate the downstream signal regulation modules into the
iBN-uA-dSP, we added two new nodes to the network, which we
termed Consume nodes (Fig. 5a). Consume IN and Consume 2N
produce the complements of rO, and rO,, respectively, which con-
sume their targets by hybridizing to them to create inert complexes
(Fig. 5b). As RNA degradation is slower than RNA production,
downregulating signal expression via the production of a comple-
mentary RNA should enable a faster downstream response. Biology
has developed similar strategies to rapidly downregulate gene
expression in cellular GRNs through antisense RNA hybridization®.
Signal consumption through hybridization is similar to the mecha-
nism used with the inducer RNAs to rapidly switch states in the iBN
by consuming the repressors and it has also been successfully imple-
mented in other genelet’” and nucleic acid-based circuits™. To
allow a single upstream input to simultaneously direct the network
to switch states and to consume the current downstream signal,
we programmed the Consume nodes to be activated by the same
inputs as corresponding Induce nodes in a fan-out architecture
(Fig. 5a). We termed this network the iBN with upstream activation
and fan-out and downstream signal production and consumption
(iBN-uAFO-dSPC).

The integrated induction and downstream signal regulation
modules of the iBN-uAFO-dSPC resemble a coherent type-III feed-
forward loop, in which an upstream node both directly represses a
downstream node and activates a third node that also represses the
downstream node®®. In the iBN-uAFO-dSPC, activation of paired
Consume and Induce nodes initiates both direct inactivation of the
downstream signal via the Consume node and permanent repres-
sion of downstream signal production via the Induce node’s activa-
tion of the Core node in the new state.

We sought to use the feed-forward design of the iBN-uAFO-
dSPC to orchestrate a state change where the downstream signal of
a given state is completely consumed before the network finishes
changing states, enabling mutually exclusive expression of the down-
stream signals. This behaviour should be achieved if the Consume
RNA production rate is higher than the corresponding downstream
RNA production rate. To satisfy this condition, we included each
Consume genelet at a threefold higher concentration than its corre-
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repressors were added to a final concentration of 1uM and 1.5 uM, respectively, for both state changes.

sponding Produce genelet. Initializing the iBN-uAFO-dSPC in each
state resulted in the initial production of the designed state-specific
downstream signal. Following induction of a state change, the initial
downstream signal was rapidly consumed and entirely removed by
the time the network switched states and began producing the new
state’s downstream signal (Fig. 5c,d). The iBN-uAFO-dSPC is thus
able to successfully coordinate the timing of both state changes and
downstream signal expression in response to upstream signals.

Discussion

Here, we have systematically expanded the functionality of a gene-
let network by successively integrating multiple functional circuit
modules. The iBN-uAFO-dSPC network we constructed is able to
coordinate the temporal regulation of downstream signal expres-
sion during state changes, enabling it to orchestrate transitions
between mutually exclusive downstream signal expression states
in response to upstream environmental cues. This network could
be reprogrammed to regulate the expression of different state-spe-
cific RNA outputs by changing the transcription sequences of the
Produce and Consume nodes, and multiple different outputs could
be controlled in each state by incorporating additional Produce/
Consume nodes with unique transcription sequences. The ability
to include the Produce/Consume nodes at different concentrations
and/or relative ratios suggests that RNA output production rates
and steady-state concentrations should be tunable over a broad
range. These properties could allow these networks to control
state transitions between diverse nucleic acid-responsive materi-
als such as nanostructures®***, hydrogels**** and nanoparticles'>*.
Similarly, the networks could control a wide array of downstream
chemistries if the network outputs were programmed to be RNA
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aptamers that regulate the activity or availability of small molecules
or enzymes®®. Network outputs could also be coupled to addi-
tional genelet modules that execute more complex signal expres-
sion programs, or to other nucleic acid-based technologies such as
DNA strand-displacement circuits”” or DNA-templated chemical
synthesis reactions®, enabling these networks to execute and switch
between state-specific chemical programs or synthesis pathways.
Reliably integrating genelet modules to construct the iBN-
uAFO-dSPC required identification and mitigation of undesired
interactions between network components. The original gene-
let design contained long single-stranded activator and repressor
domains that, as the number of these domains increased, had a high
propensity for cross-talk (Supplementary Section 8.4). The HPC
genelet design limited circuit cross-talk and enabled us to consis-
tently integrate additional functional modules into the network.
This design could now facilitate the reliable expansion of other
genelet networks or enable the de novo construction of networks
with numerous orthogonal nodes (Supplementary Section 8.6). We
also found that regulating the availability of RNA signals using a
mechanism similar to anti-sense RNA regulation in cellular GRNs
enabled an effective means of regulation that was faster than RNase
H degradation in our networks, as demonstrated in the induction
and downstream signal regulation modules. As this means of regu-
lation is not specilic to an individual module, modules that rely on
complementary RNA hybridization for regulation may be straight-
forward to integrate into other genelet networks to obtain desired
regulatory dynamics. Together the design principles elucidated
here could make it possible to construct synthetic GRNs powerful
enough to coordinate multiple chemical processes and repeatedly
respond to different input signals with specific chemical programs.
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One challenge to developing these integrated synthetic regula-
tory networks is that in batch operation, inevitable fuel depletion
and/or waste accumulation limits operational lifetime. We found
that circuit lifetime decreased with network size: we could suc-
cessfully switch the iBN and the iBN-uA twice but were unable to
completely switch the iBN-uAFO-dSPC twice (Supplementary Fig.
37). Larger networks generally have higher transcriptional loads,
which increases the rates of fuel depletion and waste accumula-
tion (Supplementary Section 5.2). Thus, larger networks will prob-
ably require methods to manage fuel and waste products to allow
them to operate long enough to perform their desired functions.
For genelet circuits and other synthetic GRN analogues that require
only a single fuel source and a few enzymes to be replenished in con-
junction with global waste removal, the complexity of a waste and
fuel management process may be independent of the network size.

Methods

Oligonucleotides, enzymes and other reagents. DNA and RNA sequences

for all of the components are in Supplementary Table 1. All oligonucleotides

were purchased from Integrated DNA Technologies, Inc. (IDT). Unmodified
genelet DNA strands were purified by polyacrylamide gel electrophoresis by

IDT. The DNA strands modified with fluorophores or quenchers were purified

by high-performance liquid chromatography by IDT. The synthetic RNA

repressor oligonucleotides were synthesized and purified under RNase-free
conditions by high-performance liquid chromatography by IDT. Ribonucleotide
triphosphates were purchased from ThermoFisher Scientific. The 3,5-difluoro-4-
hydroxybenzylidene imidazolinone (DFHBI) fluorescent dye was purchased from
Lucerna, Inc., prepared at 30 mM in dimethylsulfoxide and diluted to 1 mM in

the New England Biolabs (NEB) RNAP reaction buffer for use in experiments; T7
RNAP was purchased in bulk (300,000 units) from Cellscript (270 U pl-, catalogue
no. C-T7300K). Yeast inorganic pyrophosphatase was purchased from NEB

(0.1 U pl"), RNase H was purchased from ThermoFisher Scientific (5U pl™) and
Bovine Serum Albumin was purchased from Sigma Aldrich (catalogue no. A3858).

All genelets were annealed (90-20°C cooling at 1 °Cmin™') in NEB RNAP reaction
buffer with non-template and template strands at equimolar concentrations. The
reporter complexes for the iBN-uA-dSP and blocked dA, were annealed under the
same conditions with the strands of the complexes at equimolar concentrations.
The hairpin reporter complex for the iBN-uAFO-dSPC (at 50 uM in NEB RNAP
reaction buffer) was heated to 90 °C for 3 min and then immediately placed in ice
water for 2min before use in experiments.

Reaction conditions and data acquisition. Unless otherwise stated, network
reactions were conducted at 37 °C in NEB RNAP reaction buffer supplemented
with MgCl, (at a final concentration of 30 mM); ribonucleotide triphosphates
(ATP, UTP, CTP, GTP, at a final concentration of 7.5mM each); and Bovine Serum
Albumin (at a final concentration of 0.1 mgml™). In addition to T7 RNAP and
RNase H, yeast inorganic pyrophosphatase was also included in the reactions
(1.35% 10 U pl™) to extend their transcriptional lifetime®. To avoid the need for
the frequent recalibration that is required when using a new batch of T7 RNAP to
account for batch-to-batch variation in enzyme activity'*'”****"", nearly all of the
experiments in this study were conducted from a single bulk batch of T7 RNAP
purchased from Cellscript. The bulk batch of T7 RNAP was split into smaller
aliquots (enough for 20-30 experiments) to minimize the degradation of the
enzyme resulting from repeated removal from the freezer. The concentrations

of the DNA components and enzymes used for each network are tabulated

in Supplementary Section 1.2. For the iBN-uA reactions, the Induce genelets

were prepared with only 10% of the non-template strand modified with their
respective fluorophores to avoid saturating the fluorescence signal. For the iBN-
uA-dSP reactions, the rO, reporter complex was prepared with only 10% of the

rO, reporter strand containing the TEX615 fluorophore to avoid saturating the
fluorescence signal. All kinetic data were obtained in a quantitative PCR machine
(Agilent Mx3000P) equipped with the standard filters: FAM/SYBR Green I
(492-516 nm), HEX/JOE/VIC (535-555nm), ROX/Texas Red (585-610 nm) and
Cy5 (635-665nm). A HEX filter was used to track TYE563, a Cy5 filter to track
TYE665, a ROX fiilter to track TEX615 and a FAM filter to track FAM and the
DFHBI-Broccoli aptamer signal. Fluorescence measurements were taken every
minute during the reactions. The initial states of the networks were set by including
the appropriate synthetic RNA repressor to a concentration in 10-50% excess of its
corresponding activator before adding enzymes (rR;s was added to set the network
in S1 or rR,s was added to set the network in S2). Before setting the initial state of
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the network by adding the appropriate repressor, fluorescence measurements were
taken while both Core nodes were in an ON state to obtain a minimum value for
normalizing the activation levels. At the end of the experiments, DNA versions

of both Core nodes’ repressors were added in excess of their activators to obtain a
reference for the maximum fluorescence value of each node. See Supplementary
Section 12 for details on fluorescence data normalization procedures for all the
different network experiments.

Data availability
The data that support the findings of this study are available from the
corresponding authors on reasonable request.

Code availability

The MATLAB code that was used in the Supplementary Information to conduct
the simulations presented in this study is available from the corresponding authors
on reasonable request.
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