The yeast cell-cycle network is robustly designed
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The interactions between proteins, DNA, and RNA in living cells constitute molecular networks that govern various cellular functions. To investigate the global dynamical properties and stabilities of such networks, we studied the cell-cycle regulatory network of the budding yeast. With the use of a simple dynamical model, it was demonstrated that the cell-cycle network is extremely stable and robust for its function. The biological stationary state, the G1 state, is a global attractor of the dynamics. The biological pathway, the cell-cycle sequence of protein states, is a globally attracting trajectory of the dynamics. These properties are largely preserved with respect to small perturbations to the network. These results suggest that cellular regulatory networks are robustly designed for their functions.

Despite the complex environment in and outside of the cell, various cellular functions are carried out reliably by the underlying biomolecular networks. How is the stability of a cell state achieved? How can a biological pathway take the cell from one state to another reliably? Evolution must have played a crucial role in the selection of the architectures of these networks for them to have such a remarkable property. Much attention has recently been focused on the “topological” properties of large-scale networks (1–5). It was argued that a power-law distribution of connectivity, which is apparent for some bioweb networks (2, 4), is more tolerable against random failure (1). Here we address this question from a dynamic systems point of view. We study the network regulating the cell cycle of the budding yeast, investigating its global dynamical property and stability. We find that the stationary states of the cell, or states at the checkpoints in general, correspond to global attractors of the dynamics: almost all initial protein states flow to these biological stationary states. Furthermore, the biological pathway of the cell-cycle sequence, which is a particular trajectory in the state space, is a globally stable and attracting trajectory of the dynamics. These dynamic properties, arising from the underlying network connection, are also robust against small perturbations to the network. They are directly responsible for the robustness of the cellular process.

The Yeast Cell-Cycle Network

The cell-cycle process, by which one cell grows and divides into two daughter cells, is a vital biological process the regulation of which is highly conserved among the eukaryotes (6). The process consists of four phases: G1 (in which the cell grows and, under appropriate conditions, commits to division), S (in which the DNA is synthesized and chromosomes replicated), G2 (a “gap” between S and M), and M (in which chromosomes are separated and the cell is divided into two). After the M phase, the cell enters the G1 phase, hence completing a “cycle.” The process has been studied in great detail in the budding yeast Saccharomyces cerevisiae, a single-cell model eukaryotic organism (see supporting information, which is published on the PNAS web site, for references). There are ∼800 genes involved in the cell-cycle process of the budding yeast (7). However, the number of key regulators that are responsible for the control and regulation of this complex process is much smaller. Based on extensive literature studies, we have constructed a network of key regulators that are known so far, as shown in Fig. 1A (for details, see supporting information).

There are four classes of members in this regulatory network: cyclins (Cln1, -2, and -3 and Clb1, -2, -5, and -6), which bind to the kinase Cdc28; the inhibitors, degraders, and competitors of the cyclin/Cdc28 complexes (Sic1, Cdh1, Cdc20, Cdc4); transcription factors (SBF, MBF, Mcm1/SFF, Swi5); and checkpoints (the cell size, the DNA replication and damage, and the spindle assembly). Green arrows in Fig. 1 represent positive regulations. For example, under rich nutrient conditions and when the cell grows large enough, the Cln3/Cdc28 will be “activated”, which in turn activates (by phosphorylation) a pair of transcription factor groups, SBF and MBF, which transcriptionally activate the genes of the cyclins Cln1 and -2 and Clb5 and -6, respectively. Red arrows in Fig. 1 represent “deactivation” (inhibition, repression, or degradation). For example, the protein SIC1 can bind to the CIB/Cdc28 complex to inhibit its function, CIB1 and -2 phosphorylates Swi5 to prevent its entry into the nucleus, whereas Cdh1 targets Clb1 and -2 for degradation. The cell-cycle sequence starts when the cell commits to division by activating Cln3 (the START). The subsequent activity of Clb5 drives the cell into the S phase. The entry into and exit from the M phase is controlled by the activation and degradation of Cib2. After the M phase, the cell comes back to the stationary G1 phase, waiting for the signal for another round of division. Thus the cell-cycle process starts with the “excitation” from the stationary G1 state by the “cell-size” signal and evolves back to the stationary G1 state through a well defined sequence of states.

The Model and Dynamic Properties

In principle, the arrows in the network have very different time scales of action, and a dynamic model would involve various binding constants and rates (8, 9). However, because in the cell-cycle network much of the biology seems to be reflected in the on–off characteristics of the network components and we are mainly concerned here with the overall dynamic properties and the stability of the network, we use a simplified dynamics on the network, which treats the nodes and arrows as logic-like operations. Thus, in the model, each node i has only two states, $S_i = 1$ and $S_i = 0$, representing the active and the inactive state of the protein, respectively. The protein states in the next time step are determined by the protein states in the present time step via the following rule:

$$S_i(t + 1) = \begin{cases} 1, & \sum_{j} a_{ij} S_j(t) > 0 \\ 0, & \sum_{j} a_{ij} S_j(t) < 0 \\ S_i(t), & \sum_{j} a_{ij} S_j(t) = 0 \end{cases}$$
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with a yellow arrow is active at time 0. The self-degradation is modeled as a time-delayed interaction: if a protein processes. See supporting information for details. The degradation loops) to those nodes that are not negatively regulated by others. This is a simplification for the actual degradation pass when it comes to it. We therefore arrive at a slightly simplified network shown in Fig. 1B, with 11 nodes (plus a signal node). We have also added “self-degradation” (yellow loops) to those nodes that are not negatively regulated by others. This is a simplification for the actual degradation processes. See supporting information for details. The degradation is modeled as a time-delayed interaction: if a protein with a yellow arrow is active at time 0 and its total input is zero from 0 to 0, it will be degraded at 0 = 0, i.e., 0 = 0. The results presented below were obtained with 0 = 1 and 0 = 1. As will be discussed later, the overall dynamic properties of the network are not very sensitive to the choice of these parameters.

**Fixed Points.** We use the dynamic model described above to study the time evolution of the protein states. First, we study the attractors of the network dynamics by starting from each of the 2,048 initial states in the 11-node network of Fig. 1B. We find that all of the initial states eventually flow into one of the seven stationary states (fixed points) shown in Table 1. Among the seven fixed points, there is one big fixed point attracting 1,764 or 86% protein states. Remarkably, this super stable state is the biological G1 stationary state. The advantage for a cell’s stationary state to be a big attractor of the network is obvious: the stability of the cell state is guaranteed. Under normal conditions, the cell will be sitting at this fixed point, waiting for the signal for another round of division.

**Biological Pathway.** Next, we start the cell-cycle process by “exciting” the G1 stationary state with the cell size signal, and observe that the system goes back to the G1 stationary state. The temporal evolution of the protein states, presented in Table 2, indeed follows the cell-cycle sequence, going from the excited G1 state (the START) to the S phase, the G2 phase, the M phase, and finally to the stationary G1 state. This is the biological trajectory or pathway of the cell-cycle network.

To investigate the dynamical stability of this biological pathway, we study the dynamic trajectories of all 1,764 protein states that will flow to the G1 fixed point. In Fig. 2, each of these protein states is represented by a dot, with the arrows between them indicating dynamic flows from one state to another. The biological pathway is colored in blue and so is the node representing the G1 stationary state. We see that the dynamic flow of the protein states is convergent onto the biological pathway; making the pathway an attracting trajectory of the dynamics. With such a topological structure of the phase diagram of protein states, the cell-cycle pathway is a very stable trajectory; it is very unlikely for a sequence of events, starting at the beginning (or at any other point) of the cell-cycle process, to deviate from the cell-cycle pathway. Interestingly, the topology of the converging trajectories shown in Fig. 2 is reminiscent of the converging kinetic pathways in protein folding where a protein sequence is facing the challenge of finding the unique native state among a huge number of conformations.

**Comparison with Random Networks.** To investigate how likely a big fixed point and a converging pathway can arise by chance, we

---

**Table 1. The fixed points of the cell-cycle network**

<table>
<thead>
<tr>
<th>Basin size</th>
<th>Cln3</th>
<th>MBF</th>
<th>SBF</th>
<th>Cln1,2</th>
<th>Cdh1</th>
<th>Swi5</th>
<th>Cdc20</th>
<th>Clb5,6</th>
<th>Sic1</th>
<th>Clb1,2</th>
<th>Mcm1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,764</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>191</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>119</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>91</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>77</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Each fixed point is represented in a row. The first column is the size of the basin of attraction for the fixed point; the other 11 columns show the protein states of the fixed point. The protein states of the biggest fixed point correspond to that of the G1 stationary state.
study an ensemble of random networks (13, 14) that have the same numbers of nodes and links in each color as in the cell-cycle network. We find that random networks typically have more attractors (fixed points and limit cycles), with the average number being 14.28. The sizes of the basins of attraction in the random networks have a power-law distribution, as shown in Fig.

Table 2. Temporal evolution of protein states for the simplified cell-cycle network of Fig. 1B

<table>
<thead>
<tr>
<th>Time</th>
<th>Cln3</th>
<th>Mbf</th>
<th>Sbf</th>
<th>Cln1,2</th>
<th>Cdh1</th>
<th>Swi5</th>
<th>Cdc20</th>
<th>Cdc14</th>
<th>Clb5,6</th>
<th>Sic1</th>
<th>Clb1,2</th>
<th>Mcm1/Sff</th>
<th>Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>START</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>G1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>G1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>G1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>S</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>G2</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>M</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>M</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>M</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>M</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>G1</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>G1</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>Stationary G1</td>
</tr>
</tbody>
</table>

The right column indicates the cell-cycle phases. Note that the number of time steps in each phase do not reflect its actual duration.

The dynamical trajectories of the 1,764 protein states (green nodes) flowing to the G1 fixed point (blue node). Arrows between states indicate the direction of dynamic flow from one state to another. The cell-cycle sequence is colored blue. The size of a node and the thickness of an arrow are proportional to the logarithm of the traffic flow passing through them.
3.4. The probability for a random network to have an attractor of a basin size $B$ equal to or larger than that of the cell-cycle network ($B \geq 1764$) is 10.34%.

To quantify the “convergence” of trajectories, we define a quantity $w_n$ ($n = 1, 2, \ldots, 2,048$) for each of the 2,048 network states that measures the overlap of its trajectory with all other trajectories (Fig. 3C). Denote $T_{j,k}$ the total traffic flow through the arrow $A_{j,k}$ that takes state $j$ to $k$ in one time step, i.e., $T_{j,k}$ is the total number of trajectories starting from all network states that pass through $A_{j,k}$. If the trajectory from state $n$ to its attractor has $L_n$ steps so that it consists $L_n$ arrows $A_{k-1,k}, k = 1, 2, \ldots, L_n$, $w_n = \sum_{k=1}^{L_n} T_{k-1,k}/L_n$. The overall overlap of all trajectories in a network can be measured by $W = \langle w_n \rangle$, where the average is over all network states. The normalized histogram of $w_n$ for all network states is shown in Fig. 3B for both the cell-cycle and the random networks. Without any significant overlap or convergence of trajectories and with a much shorter transient times to attractors, the random networks have their $w$ distribution peaked at small $w$’s, with an average $W = 124$. However, for the cell-cycle network, the distribution is peaked at very large numbers ($W = 743$), indicating significant convergence of trajectories. The probability for a random network to have a $W \geq 743$ is 0.25%.

**Network Perturbations.** We see that the cell-cycle network has two distinct dynamic properties compared with random networks: it has a super fixed point and it has a converging pathway. What effects would perturbations of the network have on these properties? We perturbed a network by deleting an interaction arrow, adding a green or red arrow between nodes that are not linked by an arrow, or switch a green arrow to red and vice versa. The relative change in the size $B$ of the basin of attraction for the biggest attractor, $\Delta B/B$ were then measured as a result of the perturbation. The distributions of $\Delta B/B$ are plotted in Fig. 4 for each kind of perturbation, respectively, along with those obtained from the ensemble of random networks. We observe that...
only a very small fraction of perturbations will eliminate the fixed point completely (ΔW/B = 1). For most perturbations, the relative changes of the basin size are small. A similar behavior in the changes of quantity W as results of the perturbations was also seen. Interestingly, this high “homeostatic stability” (13) is also evident in the ensemble of random networks of the same size (Fig. 4). In fact, we found that for random networks with the dynamic rule of Eq. 1 the homeostatic stability increases monotonically with the average number of arrows per node k (Y.L. and C.T., unpublished work), which is very different from the random Boolean network where a “chaotic” phase with low homeostatic stability is seen for k > k_c (13). Recent studies suggest that either a scale-free Boolean network (15) or a genetic network with minimal frustration (16) would also lead to a more stable phase.

To examine the effects of these perturbations on the biological pathway itself, for each perturbed cell-cycle network we start at the START state and follow its time evolution. We found that under perturbation a significant fraction of the trajectories reach the G1 stationary state and the cell-cycle sequence is by far the most probable trajectory (Fig. 5).

Other Dynamical Rules. We found that the results are insensitive to the values of the weights a_i and a_r in Eq. 1 and to the protein lifetime τ_p, as long as −a_i ≥ a_r and τ_p > 0. For example, with a_i = −10, a_r = 1, and τ_p = 4, there exist the same seven fixed points. The G1 fixed point attracts 90% of all protein states and W = 907. The network is somewhat more robust against perturbation (see supporting information). Preliminary results with differential equations replacing the simple discrete dynamic rule support the overall conclusions (unpublished data).

Other Checkpoints. We also studied the cases in which one of the other checkpoints, instead of the “cell size,” will act as the stop–go signal. We found that, in all cases, there exists a big fixed point that corresponds to the biological state waiting at the checkpoint and the biopathway is a converging trajectory. The studies were done on the full network (Fig. 1A), keeping only one checkpoint at a time. The basin size B of the big fixed point and the convergence measure W of the biopathway for each checkpoint are, respectively, B = 99.4% and W = 4,257 (InterS), B = 89.8% and W = 3,821 (Spindle Assembly), B = 99.8% and W = 4,925 (DNA Damage). For comparison, the corresponding values for the Cell-Size checkpoint with the full network are B = 90.8% and W = 6,757 (see supporting information).

Discussion

We have demonstrated that the yeast cell-cycle network is robustly designed. The biological states at the checkpoints are big attractors and the biopathway is an attracting trajectory. These robust dynamical properties are also seen in the life cycle network of the budding yeast (unpublished data), suggesting that they may be common features of regulatory networks. The cell-cycle network is rather stable against perturbations. Note that the network we studied (Fig. 1A) is only a skeleton of a larger cell-cycle network with many “redundant” components and interactions (e.g., any member of the G1 cyclins can, to a large extend, perform the functions of other members). Thus, we expect the complete network to be even more stable against perturbations.

The idea that aspects of biological systems can be modeled as dynamic systems and biological states can be interpreted as attractors has a long history, with examples in neural networks (17, 18), immune systems (19, 20), genetic networks (21, 13), cell regulatory network (22), and ecosystems (23). Our study on an actual yeast cellular network lends support to this idea. Furthermore, our results suggest that not only do biological states correspond to big fixed points but the biological pathways are also robust.

Functional robustness has been found in other biological networks, e.g., in the chemotaxis of E. coli (in the response to external stimuli) (24) and in the gene network setting up the segment polarity in insects development (with respect to parameter changes) (25, 26). It has also been found at the single molecular level, in the mutational and thermodynamic stability of proteins (27). In some sense, biological systems have to be robust to function in complex (and very noisy) environments. More robust could also mean more evolvable, and thus more likely to survive; a robust “module” is easier to be modified, adapted, added-on, and combined with others for new functions and new environments (28). Indeed, robustness may provide us with a handle to understand the profound driving force of evolution.
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